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GRAVITE 

• GRAVITE stands for “Government Resources for Algorithm 
Verification, Independent Test and Evaluation” 

• GRAVITE is the JPSS Ground System’s Calibration/Validation Node  
– Data center class hardware housed at the NOAA NSOF  

• GRAVITE services facilitate: 
– Algorithm Integration and Checkout 
– Algorithm and Product Operational Tuning 
– Instrument Calibration 
– Product Validation 
– Algorithm Investigation 
– Data Quality Support and Monitoring  

• Science algorithms are provided by NOAA STAR 
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• Four subsystems: 
– IPS (Investigator-led Processing System) 

• In-house developed. Production system, operator managed. Consists of 
Ingest, Automated Processing, and Distribution components. Runs PGEs 
(Product Generation Executable) for Cal/Val and Data Quality Monitoring  

– G-ADA (GRAVITE Algorithm Development Area) 
• Interface Data Processing Segment (IDPS) compliant development and 

testing platform for JPSS algorithms and Look-Up-Tables. After verification, 
proposed changes are sent to CGS as Algorithm Change Packages (ACP) for 
integration 

– ICF (Investigator Computing Facility) 
• Science tools and libraries, personal user space, access to data, and 

computing power are provided to run CPU and memory intensive 
applications. Provides access to subscribed data 

– GIP (GRAVITE Information Portal) 
• Coordination and knowledge sharing for GRAVITE projects through Blogs, 

Wikis, Action trackers, etc.  
 

GRAVITE Subsystems 
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GRAVITE Purpose and Unique Features  

GRAVITE provides a unique environment to support the Calibration/Validation and 
Data Quality Assessment of JPSS mission data products: 

Category Description Unique Feature(s) 
Distribution Fast access to IDPS created data products (anticipated 

to be on the order of minutes in Block 2.0) 
Direct interfaces to IDPS and STAR 

Cal/Val tools Automated and ad-hoc tools that cal/val users use for 
algorithm analysis and update 

Product Generated Executables and 
Algorithm Support Functions 

IDPS “Clone” The G-ADA provides an instance of the IDPS available 
for algorithm change testing, science investigation, 
and data quality investigation 

Installation of latest IDPS code in 
identical SW environment on similar 
hardware 

Access to 
baselined data 

Access to the latest baselined Processing Coefficient 
Tables (PCTs) and Look Up Tables (LUTs) 

Access to ICF with the latest 
updated tables provided to IDPS 

DQA offline Data Quality Assurance Offline Tools DQA offline in GRAVITE takes 
advantage of the performance 
features as well as proximity to 
near-real time data flows 
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GRAVITE Technical Specifications 

Operations Environment 
• 760 TB storage 
• 3 IBM General Parallel File System (GPFS) clusters serving: ICF, IPS, G-ADA, G-ADA Block 2.0 
• 35 IBM 787x series blades. Each blade has 12 or 16 CPU cores, 128 GB memory, 4 network interfaces 
• 2 Dell R710s running VMware, hosting 11 virtual machines 
• ICF and IPS use Red Hat Enterprise Linux 6.6, G-ADA uses AIX 6.1 

 
Test/Development Environments 
• 434 TB storage 
• 1 IBM GPFS clusters serving: test, test2, test3 
• 13 IBM 787x series blades. Each blade has 12 or 16 CPU cores, 128 GB memory, 4 network interfaces 
• 4 IBM blades running VMware, hosting 17 virtual machines 
• ICF and IPS use Red Hat Enterprise Linux 6.6 

 
Network 
• 12 IBM racks 
• 10 GE Cisco Nexus switches, computing to storage 
• 1/10 GE Cisco and IBM switches, computing to backbone 
• 1/10 GE interfaces between Cisco ASA next-generation firewalls (558x series) and mission partners and internet 
 
Data Flow 
• 2.2 TB/day ingest from IDPS 
• 0.7 TB/day ingest from CLASS  
• 1.2 TB/day ingest from G-ADA 
• 2.6 TB/day RIPs distribution to NASA SDS and CLASS 
• 1.3 TB/day data distribution to Cal/Val community 



GRAVITE 6 

Login 

https://gravite.jpss.noaa.gov/ 
 

https://gravite.jpss.noaa.gov/
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Search 
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Search Results 

• Click on a file to download it immediately to your local machine 
• Select multiple files and click Add to Bag to download multiple files 
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Download Bag 

• Files added via Add To Bag are available under Download Bag Tab  
• Download files as a zip on your local machine 
• Files staged on GRAVITE, accessible from ICF under:  
      /inv/data/subscriptions/<username>/<directory name> 
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Subscriptions 

 
 
 
 
 
 
 
 

• Select subscription criteria and  
      provide subscription name  
• Review and manage subscriptions  
      under Subscriptions Tab 
• Files staged on GRAVITE, accessible from  
      ICF under:  
      /inv/data/subscriptions/<username>/<subscription name> 
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Pull/Push Data 

• Pull 
– Subscribed data can be pulled by connecting to gravite.jpss.noaa.gov via 

RSYNC, SFTP protocols 
– Data is available under /subscriptions/<username>/<subscription name> 

• Push  
– Dedicated Line 

• Need Inter-Connection Security Agreement (ISA), Interface Control Document 
(ICD), Interface Requirements Document (IRD), Service Level Agreement (SLA) 

• 10G dedicated line established between GRAVITE and STAR. In case of STAR, 
ICD and IRD are approved. ISA and SLA are pending NOAA security signatures  

– Over internet 
• Need to add GRAVITE L4 requirement to ensure adequate resources are 

available 
• Work with GRAVITE operators to add a new push subscription or enable 

existing subscription for pushes 
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Prelaunch J1/NPP data 

• Prelaunch J1/NPP data is obtained directly from the factory sites where 
the instruments are tested. GIP hosts this data under instrument 
projects  
– https://gip.jpss.noaa.gov/projects/<project> 
– J1 Projects: j1cris, j1omps, j1viirs, j1atms 
– NPP Projects: npp_cris, npp_omps, npp_viirs, npp_atms 

• Instruments:  
– CrIS (pulled from Excelis) 
– OMPS (pulled from Ball Aerospace) 
– VIIRS (pushed from Raytheon) 
– ATMS (manually uploaded by test conductors) 

• Access: 
– Download data from projects using RSYNC, SFTP by connecting to 

gdata.jpss.noaa.gov 
– From ICF, data is available under /var/www/data/<project> 
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System Status 
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Ingest and Orbit Statistics 

• Recent tests show, at times GRAVITE  
      test system ingested files at  
      828,000 files/day and  
      volume at 14.2 TB/day 
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Data Quality Tools 

DQA Offline Tools 
 

• Gap Minder  
• Trend Data Collector (TDC) 
• Product File Quality Analyzer (PFQA) 
• Sensor Quality Analysis Product 

Generations Executables (PGEs) 
• Number Extractor (N-Extract) 
• Integrated Calibration/Validation System 

(ICVS) Lite 
• Data Quality Notification (DQN) Reporter 



GRAVITE 16 

PGE Control 
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• GRAVITE is currently in operations and has been successfully 
supporting SNPP since its launch in Oct 2011  

 
• GRAVITE has evolved as a system with increased performance  

– Robust, stable, reliable, maintainable, scalable, and secure 

– Supports development, test, and production strings 

– Uses open source software 

– Compliant with NASA and NOAA standards 

Summary 
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GRAVITE 

Backup 
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• New GRAVITE account request 
– Erica Handleman: erica.handleman@nasa.gov  

• Please cc operations mailing list: OPS-GRAVITE-DPES-JPSS@lists.nasa.gov 
 

• Please contact GRAVITE 
– Support at gravite.service@noaa.gov for system access issues 
– Operators at ops-gravite-dpes-jpss@lists.nasa.gov for all other issues 

 
• GRAVITE Web Interface: 

– https://gravite.jpss.noaa.gov 
 

 
 

 

Help 

mailto:erica.handleman@nasa.gov
mailto:OPS-GRAVITE-DPES-JPSS@lists.nasa.gov
mailto:gravite.service@noaa.gov
mailto:ops-gravite-dpes-jpss@lists.nasa.gov
https://gravite.jpss.noaa.gov
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• The following documents are available at: 
https://gip.jpss.noaa.gov/projects/gip_user/dmsf 
– GV4.0 Training Slides (GV4.0 Training Slides.pdf) 
– GRAVITE User Guide (GRAVITE User Guide.pdf) 
– GRAVITE DQE Guide (GRAVITE DQE Guide.pdf) 
– PGE Integration Form (GRAVITE PGE Integration Form.pdf) 
– PGE Details document (PGE details.xlsx) 
– DQA Configuration Details (dqConfig.html) 
– Documentation for the DQA Configuration (DQA Configuration Report.docx) 

 
• Documents on individual Sensor Quality tools are available in: 

https://gip.jpss.noaa.gov/projects/jpssdpa_external/repository 
under Algorithm Support Function (ASF), Cal/Val and Data Quality 
Monitoring folders  
 

 
 

Documentation 

https://gip.jpss.noaa.gov/projects/gip_user/dmsf
https://gip.jpss.noaa.gov/projects/jpssdpa_external/repository
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IPS High Level Functions 
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